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Every year billions of dollars are spent on research grants to produce new knowl-
edge in universities. However, as grants may also affect other research funding, the
effects of financial resources on knowledge production remain unclear. To uncover
how financial resources affect knowledge production, we study the effects of research
spending itself. Utilizing the legal constraints on university spending from an endow-
ment we develop an instrumental variables approach. Our approach instruments for
university research spending with time-series variation in stock prices interacted with
cross-sectional variation in initial endowment market values for research universities
in the United States. Our analysis reveals that research spending has a substantial posi-
tive effect on the number of papers produced, but not their impact. We also demonstrate
that research spending effects are quite similar at private and public universities. (JEL
H5, I2, O3)

I. INTRODUCTION

The federal government spends billions of
dollars each year on programs designed to
produce new knowledge in universities. Public
investments in sponsoring basic research are
frequently argued to be central to the process
of economic growth, and necessary for US
universities to retain international leadership
in basic science.1 Echoing these sentiments
the National Academy of Sciences’ Gathering
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1. Seminal work by Lucas (1988) and Romer (1990)
provides the conceptual basis for the role of knowledge pro-
duction in economic growth. Highly influential empirical
studies of the knowledge spillovers of universities include
Jaffe (1989) and Zucker, Darby, and Brewer (1998). More
recent work by Aghion et al. (2009b) and Kantor and
Whalley (2012) also examine spillovers from universities,
and Furman and Macgarvie (2007) examine the spillovers
from basic science laboratories. Examples of recent work

Storm report called for a doubling of federally
funded R & D in physical sciences over the next
7 years (National Academy of Sciences 2007).
Moreover, as stimulus programs enacted to
address the recent financial crisis have included
a substantial increase in spending for basic
science, public support for university research
grant programs has increased dramatically.2

measuring the effects of university resources on student
outcomes include Bound and Turner (2007), Bound, Loven-
heim, and Turner (2009), and Bettinger and Long (2009a,
2009b).

2. For example, the American Recovery and Rein-
vestment Act of 2009 (ARRA) allocates $3 Billion to
the National Science Foundation (NSF), representing an
increase of 50% over the NSF’s annual budget to $6 Billion.
Similarly, the ARRA allocates $10 Billion to the National
Institute of Health, representing an increase of more than
30% of the NIH’s annual budget to $30 Billion.
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While the importance of federal funding
for the financing of university research is
clear; whether financial resources significantly
increase knowledge production is subject to
debate.3 Adams and Griliches (1998) and Jacob
and Lefgren (2011) find little evidence that
research grant funding has positive effects on
knowledge production. In contrast, Payne and
Siow (2003), Adams (2009), and Gurmu, Black,
and Stephan (2010) find positive effects of
research grants on knowledge production in uni-
versities.

One important feature that divides recent
studies is how the research grants they exam-
ine are allocated. For example, Payne and
Siow (2003) examine the effects of research
grant receipt from politically motivated ear-
marks and find significant positive effects on
knowledge production. In contrast, Jacob and
Lefgren (2011) examine the effects of compet-
itively awarded NIH research grants and find
little effect on knowledge production.

While differing returns to resources could
explain the conflicting findings, there is another
possibility. Researchers who receive politically
motivated earmarks and researchers who receive
competitively awarded research grants likely
have very different alternative funding options.
As Jacob and Lefgren (2011) show, researchers
with promising projects who narrowly miss
obtaining a highly competitive research grant
are able to obtain funding from another source.
In contrast, as politically motivated earmarks do
not crowd out other university funding (Payne
2001) their effects may be closer to those of
financial resources alone. Thus, the contrasting
findings could be due to differing fiscal impacts
of grant receipt, even if the return to the financial
resources spent is the same.

In this article, we attempt to reconcile the
conflicting findings in prior work by esti-
mating the effect of research spending on
university knowledge production directly. Our
approach addresses two important challenges.
First, by estimating the return to research
spending, rather than research grant income,
our approach estimates the effect of financial
resources alone. Second, research spending and
knowledge production covary at the university
level for a variety of reasons. Therefore, simple

3. Early work suggested that research grant funding
has a positive effect on knowledge production (see Jacob
and Lefgren 2011 for an excellent survey), however, more
recent work that carefully addresses the endogenous nature
of government research funding presents mixed findings.

correlations are unlikely to reveal the effect
of research spending on knowledge produc-
tion alone. By exploiting potentially exogenous
variation in research spending in universities,
we attempt to isolate the elasticity of research
spending on knowledge production. As we esti-
mate the research spending effect, rather than
the research grant effect, our estimates reveal
the effects of financial resources themselves.

Our strategy is to exploit variation in univer-
sity research spending due to the impact of stock
market shocks on university endowment values.
The legally mandated and formulaic nature of
spending from university endowments presents
a particularly compelling instrument for uni-
versity research spending. Because universities
hold endowment resources in trust, they are
legally bound to spend a fixed portion of the
market value of the securities that they hold.
Thus, exogenous stock market shocks will affect
research spending across universities differen-
tially depending on the size of the university
endowment. Our instrument utilizes the cross-
sectional variation in initial endowment market
values across universities in the United States
interacted with stock market returns to isolate
variation in university income that is exogenous
to unobserved research productivity in a partic-
ular university.

To conduct our analysis, we use a previ-
ously under-explored data on university research
spending and knowledge production covering
the 96 leading research universities from 1981
to 1996. We use newly available data on the
basic knowledge production of leading research
universities compiled by Adams and Clem-
mons (2008) together with university spending,
income, and endowment data from the Higher
Education General Information Survey (HEGIS)
and Integrated Post-Secondary Education Data
System (IPEDS) collected by the US Depart-
ment of Education.

We first examine the effect of research spend-
ing on the quantity of research produced, then
significant effects for basic knowledge, and
finally, a research spending elasticity of about 1
on the number of papers produced. In addition,
we find little evidence that research spending
reduces applied knowledge production measured
by patents, suggesting little trade-off between
the production of basic and applied knowledge.

Next we examine how research spending
affects the impact of the research conducted,
measured by future citations to academic papers
and patents. Marginal research spending may
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result in more—but lower impact—publications
if researchers (and funders) are citation opti-
mizing. We find some evidence of such a
trade-off. For basic knowledge, our baseline
instrumental variables estimates reveal a neg-
ative relationship between research spending
and publication impact. While some of these
estimates are not precise, the overall pattern
of our results indicates a negative relation-
ship between research spending and publica-
tion impact. Our results suggest that marginal
increases in research spending result in the com-
pletion of marginal research projects that cita-
tion maximizing researchers would not have
pursued. In sum, while our estimates are only
indicative of a quality–quantity trade-off in
knowledge production, they clearly rule out pos-
itive effects of research spending on the impact
of the knowledge produced.

Our final set of results examine whether
research spending is more or less effective in
privately or publicly controlled institutions. The
unusually high degree of autonomy universi-
ties have from government control may be an
important factor in the relative performance of
US universities. Indeed, recent work by Aghion
et al. (2009a) (ADHMS) has presented evi-
dence that the elasticity of local innovation
with respect to research grant income is larger
for more autonomous public universities. Our
results do not indicate significantly larger returns
to research spending at private universities, sug-
gesting that governance structure plays little
role in the direct effects of university research
spending.

We also provide several robustness checks
of our baseline estimates, particularly focusing
on whether our causal estimates of the effect
of research spending on knowledge production
might be spurious. As our strategy exploits the
differential effects of time-series variation in
stock prices there is a potential concern that
differential trends in unobservable determinants
of knowledge production across universities
could threaten our identification assumption. For
example, recent research has argued that inno-
vation at the frontier is becoming increasingly
difficult (Jones 2009) and information technol-
ogy diffusion has had the greatest effect on
research productivity at middle-ranking institu-
tions (Agrawal and Goldfarb 2008). One impli-
cation of these findings may be that secular
increases in research productivity are likely
to be smaller at leading research universities
that also likely have the largest endowments.

Comfortingly, we find little evidence that our
central results can be explained by differential
trends in unobservable determinants of knowl-
edge production across universities.

The remainder of the paper proceeds as
follows. In Section II, we outline our empirical
approach to quantify the impact of university
research spending on knowledge production.
Section III describes our data and the descriptive
statistics of key variables. In Section IV, we
present our main results. Section V examines
various robustness checks to probe the validity
of our approach. Section VI concludes.

II. EMPIRICAL APPROACH

Our empirical strategy is to estimate the
effect of research spending on knowledge pro-
duction using plausibly exogenous variation in
spending due to endowment value shocks. In
particular, we instrument for research spend-
ing in different universities with time-series
variation in stock prices interacted with cross-
sectional variation in the initial level of the
endowment market value across universities.
Our instrumental variables procedure accounts
for both the fiscal impacts of endowment income
and the endogenous nature of the allocation of
research funding. We outline how our strategy
addresses both issues in this section.

A. Structural Relationships

Consider the following structural equation of
the effect of research spending on knowledge
production

Yit = βRit + αyi + γyt + εit ,(1)

where Yit is knowledge production in university
i in year t , Rit is research spending in university
i in year t , αyi are time-invariant unobserved
determinants of knowledge production in uni-
versity i, γyt are time varying determinants of
knowledge production at time t , and εit are other
unobserved determinants of knowledge produc-
tion in university i in year t . The parameter β is
the effect of research spending on knowledge
production. The simplest strategy to estimate
Equation (1) would be by ordinary least squares
(OLS). However, OLS estimates are likely to
be biased as research expenditure is likely to be
positively correlated with unobserved determi-
nants of knowledge production. Our empirical
analysis begins with estimating a model similar
to Equation (1) by OLS, only without the αyi
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control, so that we can better understand what
potential sources of bias might matter for the
estimates we present.

To address the concern with bias in OLS
estimates of β, exogenous variation in research
spending is required. To obtain identification a
commonly applied strategy is to utilize exoge-
nous variation in research grant receipt. How-
ever, variation in research grant receipt alone
will not identify the spending effect when
research grants attract or displace other funding.
To see this let Git be exogenous variation in
research grant income in university i in time t .
The relationship between research grant income
and research spending is given by

Rit = δGit + αri + γrt + u1it .(2)

We can then specify the reduced form relation-
ship between research grant income and knowl-
edge production as:

Yit = βδGit + αyi + γyt + βαri + βγrt + u2it .
(3)

From model (3) we are able to estimate the
reduced form effect of research grant income
and obtain an estimate of βδ. The reduced form
estimate does not separately identify both the
research spending effect (β) from the fiscal
impact of the research grant (δ). The research
grant effect βδ will exactly identify the spend-
ing effect only if research grant income Git does
not crowd out, or crowd in, other resources (i.e.,
if δ = 1). We estimate a two-stage model that
estimates both δ and β to identify the effects
of financial resources on knowledge production
alone.

B. Econometric Models

We implement three approaches to estimate
the effect of research spending on knowledge
production. First, to provide a baseline we esti-
mate Equation (1) by OLS without university
characteristics or fixed effects. To address bias
arising from time-invariant differences in unob-
served determinants of knowledge production
(i.e., γyt ) we then estimate a first-differenced
version of Equation (1). Finally, to address
the endogenous nature of research spending we
estimate an instrumental variables version of
the first-differenced model. Our first differences
analysis estimates β with the following equation:

�Yit = β1�Rit + τt + v1it ,(4)

where �Yit is the first difference in knowledge
production in university i in period t , �Rit is the
first difference in research spending in univer-
sity i in period t , τt is a set of year fixed effects,
and v1i is the error term. We estimate the model
in first-differences as many of the unobserved
components of knowledge production that are
likely correlated with research spending, such
as the presence of highly productive faculty or
advanced scientific laboratories, are time invari-
ant. Estimating the models in first-differences
means that the models are not identified off
of this potentially problematic cross-sectional
variation.4

While our first differences strategy addresses
time-invariant sources of bias, it does not
address the issue that changes in research spend-
ing within a university may be endogenously
related to changes in unobserved university
research productivity. For example, research
grants are likely to be awarded to researchers
with the most promising new projects. This
would suggest that our estimate of β would
be biased upward even with a first differenced
model, as v1it would be positively correlated
with �Yit . Conversely, if highly productive fac-
ulty faces lower costs in financing their work
they may be able to fund new projects with a low
probability of success. This would suggest that
our estimate of β would be biased downward
even with the first-differenced model, as v1it

would be negatively correlated with �Yit . Thus,
in principle, the bias could go in either direction.

Our main empirical strategy attempts to iso-
late potentially exogenous sources of variation
in research spending, �Rit . We instrument for
changes in research spending by exploiting the
differential impact of changes in stock prices
across universities in which endowment revenue
plays a more or less significant role in funding
research spending. In particular, we instrument
for �Rit in Equation (4) with the following first-
stage regression:

�Rit = δ1�St−1 × Ei,1981 + τt + v2it ,(5)

where �Rit is the research spending in univer-
sity i in period t , �St−1 × Ei,1981 is the first
difference in stock prices in year t − 1 (�St−1)

4. The downside to estimating the model in first-
differences is that if much of the variation in �Rit within a
university is driven by measurement error, our estimate of
β would be attenuated toward zero. Fortunately, our instru-
mental variables strategy addresses both the endogeneity of,
and measurement error in, research spending to achieve a
consistent estimate of β.
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interacted with the market value of the endow-
ment in university i in 1981 (Ei,1981), τt is a set
of year fixed effects, and v2i is the error term.
Our identifying assumption is that, absent stock
price changes, knowledge production in univer-
sities with large and small endowments would
have grown at similar rates.

Before continuing it is useful to be clear
what the research spending effect captures.
The research spending effect jointly captures
the return to many inputs into the knowledge
production process, from scientific equipment
and laboratory space, to graduate student and
faculty research time. While it would be highly
relevant to know the return to each input sep-
arately we focus on return to total financial
resources as this is the policy relevant param-
eter in our context. We also choose to specify
our models at the aggregate university level,
rather than per faculty member. We do this to
allow research spending to affect the size of the
research university sector, as well as the produc-
tivity of researchers in the sector. As such, our
estimates capture both responses.

It is also useful to clarify the exact parame-
ter we seek to estimate and how it differs from
other broader effects of university research. Our
approach focuses on estimating the direct effect
of university research spending on knowledge
production in universities. We do not seek to
capture any of the spillover effects of university
research that require development, adoption, or
investment responses by the private sector. As
such our parameter is quite different from the
full social return studies reviewed in Alston et
al. (2000) that capture a broad range of spillover
effects. This distinction matters because Alston
et al. (2000) show the full social return to univer-
sity research takes substantial time to manifest,
up to 20 years in many cases.5 As we seek to
measure the direct effect of university research
on university knowledge production alone we
follow Payne and Siow (2003) and Jacob and
Lefgren (2011) in studying the relatively short-
time horizon termed the “gestation period” by
Alston el al. (2000).

C. Research Design: University Endowment
Management and Spending Practices

The intuition behind our identification strat-
egy is straightforward. Universities spend a fixed

5. Whether significant spillover effects exist with an
academic community remains subject to debate. See for
example, Azoulay, Graff Zivin, and Wang (2010), Waldinger
(2012), and Borjas and Doran (2012).

fraction of the market value of their endow-
ments in any year because of legal constraints
on the spending of endowment resources held
in trust. As Ehrenberg (2000 and 2009) notes,
universities follow a rule of spending 4% to 5%
of the market value of their endowments each
year.6 Since universities generally follow their
own stable payout rule and all have different
endowment values, then exogenous stock mar-
ket shocks will lead to variation in the amount of
endowment income each university will spend
in any one year. As stock market shocks and
the level of the initial endowment are exoge-
nous to trends in knowledge production across
universities, this variation provides a compelling
source to identify the effects of overall univer-
sity expenditures on knowledge production.

Endowment income can be spent on a range
of inputs that affect university knowledge pro-
duction. New equipment could be purchased,
more graduate students enrolled or funded,
faculty teaching loads could be reduced with
endowment income. For example, Kantor and
Whalley (2012) show that universities enroll
more graduate, but not undergraduate, students
in response to positive endowment shocks.
While university endowment shocks provide a
compelling source of exogenous variation in
university expenditure the types of expendi-
tures funded by endowments may not be identi-
cal to those funded by a NIH research grant,
for example. However, as the prior literature
remains mixed on whether university research
spending has any effect on knowledge pro-
duction, we view identifying the causal effect

6. The fixed-spending rule emerged in the early 1970s
as a result of efforts to maximize the long-term value
of endowment portfolios and to increase their long-term
effectiveness as a source of revenue (Yoder 2004). This
policy comes from an influential 1969 Ford Foundation
report that concluded that universities could indeed spend
capital gains by using a total return spending policy. The
report also recommended that universities follow a total-
return spending policy based on a 3-year moving average
of their endowments’ market values, regardless of whether
endowment income came from capital gains or distributions.
Yoder (2004, 10) notes that differences across institutions
in their target spending rates are small, differences in the
rate of return they experience may well be larger. Indeed,
universities with higher SAT admission score experienced a
1.4% greater return on their endowments from 1992 to 2005,
primarily due to differences in portfolio allocation (Lerner,
Schoar, and Wang 2008). Increases in portfolio allocation
to alternative asset classes (i.e., hedge funds, private equity)
largely occurred after our sample period. Lerner, Schoar,
and Wang (2008) note that in 1992 these types of assets
accounted for only 1.1% of all assets, but grew to 8.1% in
2005.
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of endowment driven spending to be policy
relevant.

D. Threats to Identification

Our identifying assumption is that, absent
stock price changes, knowledge production in
universities with large and small endowments
would have grown at similar rates. This is rea-
sonable since both national stock prices and the
initial market value of a university’s endow-
ment are not affected by, and should not be
correlated with, changes in a university’s unob-
served research productivity. Of course, univer-
sities with large and small endowments may
differ in other ways that are likely to affect sci-
entific productivity. Any such differences that
are time invariant will be differenced out, and
not contribute to identification in our first dif-
ferences approach. Only differential trends in
scientific productivity across these universities
would be a threat to the validity of our instru-
mental variables strategy. We provide a variety
of evidence in favor of our identifying assump-
tion by estimating models which allow for other
effects of stock prices. However, it is useful to
consider cases where our identification assump-
tion may be threatened.

First, it is possible that stock market shocks
reflect economic shocks that affect universities
differentially. For example, it could be the case
that time-series variation in stock prices reflects
time-series variation in productivity growth, per-
haps from advances in information technology.
As advances in information technology could
affect high or low endowment universities dif-
ferentially, we may estimate an effect where
none was present. For example, as Agrawal and
Goldfarb (2008) demonstrate, the effects of IT
diffusion are particularly large for middle-tier
universities. Similarly, recent trends in the role
of teams in innovation may affect large uni-
versities, with likely large endowments, differ-
entially (e.g. Wuchty, Jones, and Uzzi 2007).
To address these and related concerns, we esti-
mate models where we include a variety of lin-
ear trends at the state and university level, as
well as falsify with future values of research
spending.

Second, it is possible that stock market
shocks affect universities differentially for rea-
sons that have little to do with how much they
spend on research. For example, stock market
shocks may affect university based innovation
through their effects on the financial resources of

private sector collaborators.7 If highly endowed
universities are more likely to collaborate with
private sector firms, this may undermine our
identification strategy.8 To address this and
related concerns we estimate models where we
allow changes in knowledge production in each
university to be differentially correlated with
changes in the stock market depending on the
characteristics of the university.

In sum, while we cannot completely rule out
the possibility that some of the effect reported
below reflects time varying university-specific
changes in unobserved scientific productivity, it
appears that many sources of spurious correla-
tion are accounted for.

E. Other Estimation Considerations

Clarity about the timing of our variables
is especially important given the fact that we
are identifying our parameter of interest off of
changes in the variables over time. Many uni-
versities use the previous year’s market value
of endowment to determine how much is spent
from the endowment in the next year. To be con-
sistent with this fact we estimate the first stage
of our IV models using one lag of stock market
changes interacted with the initial endowment.
In addition, the university knowledge production
variable we use is reported based on calen-
dar year activity, while university expenditure
is reported on a fiscal year basis. To allow for
university expenditure to have time to impact
knowledge production we lag university spend-
ing by three survey years.9 Thus, to take account
of differences across the variables in the tim-
ing of reporting and behavior, we implement our
first differences model in Equation (4) as

�Yit = β1�Rit−3 + τt + εit .(6)

The first stage for the IV model above becomes

�Rit−3 = δ1(�St−4 × Ei,1981) + τt + ε2it ,
(7)

7. For example, private–public sector collaboration has
been shown to be important in the innovation process in the
case of drug discovery (Cockburn and Henderson 1998).

8. It is also possible that higher-quality universities
hold a different portfolio of assets in their endowments
(see Lerner, Schoar, and Wang 2008). As higher-quality
institutions are more likely to hold assets that are less
correlated with stock market shocks, this may weaken our
first stage for this group of universities.

9. In an unreported analysis we have also examined the
sensitivity of our results to estimating the models with a
5-year rather than 3-year lag structure. The results of this
analysis are very similar to those with the 3-year lag we
report and are available from the authors on request.
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where �Rit−3 is the first difference in univer-
sity research expenditure in university i lagged
by 3 years, �St−4 × Ei,1981 is the first differ-
ence in the Standard and Poor’s 500 stock index
lagged 4 years (�St−4) interacted with the ini-
tial endowment level in university i (Ei,1981), τt

is a set of year fixed effects, and ε2it is the error
term.

We do not include the main effect of
stock market shocks in the model as the year
fixed effects flexibly control for the time-series
variation in the outcomes, capturing the main
effect of stock market shocks on university
knowledge production. Our central parameter
of interest is β1 which measures the effect of
university research spending on knowledge pro-
duction. To account for serial correlation in the
outcomes and endowment income within a uni-
versity we cluster the standard errors by uni-
versity. We also note that as our model is just
identified a meaningful test of over-identifying
restrictions is not possible in our context.

III. DATA

To implement the analysis we require data on
university expenditure and revenue, knowledge
production, and an exogenous source of endow-
ment variation. In this section, we outline the
data sources we use to conduct our empirical
analysis.10

University Finances We obtain 15 years of
annual data on university expenditure, revenue,
faculty, student, facilities, and ownership status
from the HEGIS and IPEDS for 1981–1996.
The HEGIS/IPEDS data are a census of all 4-
year colleges in the United States and report
information on revenue, expenditure, enrolment,
and institutional characteristics from each uni-
versity. We use HEGIS data until they were
replaced with the IPEDS survey in 1984. We end
our analysis in 1996 because the Department of
Education has not released the college financial
data for the 1997–2000 years, and the knowl-
edge production data we use end in 1999. Data
on the market value of the university endow-
ment are also collected, which is critical for our
study. The cross-sectional distribution of initial
endowment market values is displayed visually
in Figure 1.

The primary variables obtained from HEGIS/
IPEDS are research expenditures and endowment

10. For further details on the construction of each
variable and on the sample construction see Appendix S1.

FIGURE 1
Cross-Sectional Distribution of Initial

Endowment Market Values
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Source: Authors’ calculations from HEGIS 1981 data.

market values. Our research expenditure vari-
able is based on the sum of (1) expenditures on
sponsored research projects and (2) expenditures
on research and teaching. As one of the compo-
nent variables contains expenditures on teach-
ing, in addition to research, we use the aver-
age time allocation of faculty between research
and teaching to obtain our measure of research
spending alone. We thus weight this total by
the percentage of time the average faculty mem-
ber spends on research activities within research
and doctoral conferring institutions according to
the National Study of Post-secondary Faculty in
1993 (NSPF93).11

University Knowledge Production We
match the HEGIS/IPEDS data to the scien-
tific output of universities from the NBER-
Rensselaer Polytechnic Institute Scientific Papers
Database (NBER-RES) (Adams and Clemons
2008). This dataset contains information on
annual counts of academic publications, all for-
ward citations to academic publications pub-
lished in a given year, as well as collaboration
ties for all authors at the 110 leading research
universities for papers published from 1981 to
1999. Our measure of citations per publication
is the total future citations to academic pub-
lications published in a year divided by the

11. The fraction of time allocated to research is 0.612.
We use this national level adjustment to capture the average
level of research spending in all universities in our sample.
Of course, our estimate which is based on within university
variation, does not depend on how we adjust the research
expenditure and teaching measure to capture research alone.
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number of publications in that year. We aggre-
gate the NBER-RES data to the university-year
level because our research spending from the
HEGIS/IPEDS data measure is at the university
level. The fact that the data are first available in
1981 determines the initial year in our analysis.

We also obtain data on patents and forward
patent citations from the NBER Patent Database
(NBER-PAT) (Hall, Jaffe, and Trajtenberg 2001).
These data are measured at the individual patent
level, giving exact application and grant dates
along with field and institutional information.
We match these data to our sample of uni-
versities using a cross-walk developed by the
United States Patent and Trademark Office
to match universities to patent assignees. We
collapse the data to patent and patent for-
ward citation counts at the university-application
year level. Our measure of citations per patent
is simply the ratio of the number of for-
ward citations to patents granted in that year
divided by the number of patents granted in
that year.

Other University and Regional Micro Data
Together the data from the HEGIS/IPEDS,
NBER-RES, and NBER-PAT form the panel of
universities that we use for our central analysis.
We match this core data set to additional data
from two further sources. First, we obtain data
on private sector sponsored research income
from the NSF Survey of Federal S & E Support
to Universities, Colleges, and Non-profit Institu-
tions for 1981 to 1996. Second, we obtain data
on state population and per capita income from
the 1980 Census.

Stock Prices We construct our instrument
by interacting the initial university endowment
market value in 1981 with the Standard & Poor’s
500 Index in each year for each university. We
normalize the Standard & Poor’s 500 Index so
that the 1981 value is one. This normalization
implies that changes in the index reflect changes
in the market value of the 1981 endowment over
time. As university expenditure are reported for
the academic year from July to June, we use the
average value of the Standard and Poor’s Index
over the same time period in order to align the
timing of stock market shocks with university
expenditures. The first difference in stock prices
is stationary and displays little persistence, as
we expect based on the well-known random-
walk property of stock prices. The time series
of the level of stock prices is displayed visually
in Figure 2.

FIGURE 2
Standard and Poor’s 500 Stock Index:

1981–1996

Source: Authors’ calculations from Standard and Poor’s
500 stock index data. The stock index is normalized to be
one in 1981.

Sample Construction The initial sample
consists of the top 110 research institutions (i.e.,
universities, research institutes, and hospitals)
as defined in the NBER-RES Database. From
this initial sample we drop research institutions
for two reasons: either (1) they are not a
research university and so are not reported in
the HEGIS/IPEDS data or (2) they are a research
university, but there are data constraints for key
variables.

We begin by dropping any institutions that
are medical or are narrowly focused research
institutes, such as oceanographic institutes. This
results in six institutions being dropped from
the sample. Specifically, we drop the follow-
ing institutions: University of Texas Houston
Health Science Center, Woods Hole Oceano-
graphic Institute, University of Texas San Anto-
nio Health Science Center, University of Texas
Southwestern Medical Center of Dallas, Ore-
gon Health Sciences University, and Baylor
College of Medicine. Next, when the remain-
ing sample of 104 universities is matched to
our sources of data there are seven universities
with missing values for the base year endow-
ment market value, or missing multiple years of
research spending. Rutgers University is missing
for a large number of years, and because no sen-
sible imputation can be utilized, it is dropped.
There is also a small set of universities missing
the endowment market values in the base year,
which is necessary for the instrument generation,
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and these are therefore dropped. These institu-
tions are: University of Connecticut, University
of Kansas—Main Campus, State University of
New York at Buffalo, Baylor University, Uni-
versity of Utah, Virginia Commonwealth Uni-
versity, and Rutgers University. We also drop
the one university system that does not have
individual campus financial variable reporting
for the market value of the endowment, the Uni-
versity of Texas, as only one university would be
in the sample for the outcomes, but the finan-
cial data would refer to all the nine campuses
and six health centers in the University of Texas
system. The eight research universities we drop
because of data constraints are generally smaller,
less prominent, and publicly controlled. We are
left with 96 of the original top 110 non-profit
research institutions for our analysis sample.
Because of the lag structure of the model, we
use data from 1985 to 1996 with 96 observations
each year for a full sample of 1,152 observa-
tions.

Descriptive Statistics Table 1 presents
descriptive statistics in the base year (1981).
Columns (1) and (2) show the means and stan-
dard deviations computed over all university
observations dividing universities by baseline
above or below median research spending levels.
The comparison yields a number of interesting
results. First, the quantities of publications and
patents do differ significantly between above-
and below-median research expenditure univer-
sities. However, the impact of the knowledge
produced, measured by future citations per paper
and citations per patent is very similar across
universities with different levels of research
spending. This cursory look at cross-sectional
patterns would suggest a significant impact of
university research spending on the number of
papers and patents, but not their impact. Second,
universities with above-median levels of spend-
ing receive significantly more research grant
income. Third, there are also significant differ-
ences in university size, quality, faculty salary,
and private sector collaboration between univer-
sities with above- and below-median research
spending, but there is little difference in terms
of the fraction public or local economic char-
acteristics. As university size, quality, and pri-
vate sector collaboration are likely to affect
university knowledge production independently
of research spending, and are likely correlated
with important unobservables, this comparison
demonstrates the value of using an IV strategy

to achieve a causal estimate of the impact of
university research spending.

A. Endowment Income and Research Spending

In Column (1) of Table 2, we present the
results from estimating the first-stage model in
Equation (7). The estimates in column (1) of
Table 2 show that the coefficient on the inter-
action between initial endowment and stock
market fluctuations 1 year prior results in a
strong first stage. As noted above, universities
often follow a 3-year smoothing rule to trans-
late endowment market value into actual dis-
bursements. In column (2), we dig more deeply
into universities’ spending policies to examine
whether multiple lags of the endowment market
value independently explain university research
spending. Again, we find that the interaction
between the first and second lag of stock returns
and the initial endowment are highly statistically
significant. In either case, the F -statistic on the
excluded instruments in the first stage is well
above the threshold level of 10 that has been
established as key to reducing the finite sample
bias inherent in IV methods (Bound, Jaeger, and
Baker 1995). We choose the single lag model for
our baseline specifications as the first stage is
stronger and we are able to estimate our models
using more years of data.

B. Main Results

In Table 3, we present the central results of
the paper. The results of a single regression
are displayed in each column. In columns (1)
to (3) we report results where the dependent
variable is the level and first difference in
number of academic publications at a university
in a year. In columns (4) to (6) we report results
where the dependent variable is the level and
first difference in the average number of future
citations to the academic papers published at a
university in a given year per paper published.

Publications We first consider level OLS
models of the relationship between university
research spending and the quantity of knowl-
edge production without any university controls
in column (1) of Table 3. In column (1) we
see that research expenditure is strongly cor-
related with academic publication production.
However, as there are substantial concerns that
universities with unobservable higher research
productivity are able to attract higher levels of
funding, in column (2) of Table 3 we present
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TABLE 1
Descriptive Statistics, 1981

Full Sample

Above Median
Research

Expenditure

Below Median
Research

Expenditure
(2)–(3) t-stat

[p value]All Monetary Values in
($) 1996 at the
University Level (1) (2) (3) (4)

(1) Scientific output:
Publications 1,017 1,461 572 8.35

(684) (665) (319) [.00]
Citations per publication 10.7 10.8 10.6 0.05

(4.5) (4.3) (4.8) [.82]
Patents 4.8 6.4 1.8 2.16

(7.8) (9.3) (1.6) [.04]
Citations per patent 8.3 8.6 7.5 0.59

(5.1) (4.6) (6.1) [.44]
(2) University expenditure ($ 1M):
Research expenditure 108 161 57 11.88

(67) (57) (20) [.00]
Total expenditure 404 578 229 9.42

(252) (223) (126) [.00]
Endowment market value in 1981 187 255 119 1.98

(342) (442) (177) [.05]
(3) University research funding:
Federal research funding 106 155 52 5.51

(103) (120) (33) [.00]
State research funding 12 17 5 3.28

(18) (22) (10) [.00]
Private industry funding 6 9 3 3.69

(7) (9) (4) [.00]
(4) University characteristics:
Number of students 17,170 22,610 11,489 6.23

(10,180) (10,075) (6,601) [.00]
Number of faculty 813 1,085 541 7.55

(444) (415) (276) [.00]
Public 0.64 0.66 0.60 0.63

(0.48) (0.47) (0.49) [.53]
U.S. News quality ranking 3.01 3.33 2.69 2.64

(1.23) (0.97) (1.39) [.01]
Mean faculty salary 52,208 54,442 49,974 2.26

(9,902) (9,355) (10,024) [.02]
Publications with Private Sector collaboration 12 17 7 5.07

(10) (11) (6) [.00]
State Private Sector patents per 1000 residents in 1981 162 167 157 0.69

(75) (65) (84) [.49]
State per capita income in 1981 11,118 11,105 11,132 −0.06

(2,203) (2,195) (2,236) [.95]
Observations 96 48 48 —

Notes: The sample contains one observation for each university in our sample. The main entries in columns (1) through
(3) are the mean of the selected variable. The entries in parentheses in columns (1) through (3) are the standard deviation of
the selected variables. Reported t-statistics are obtained from a regression of the selected variable on an indicator variable
for universities in the “Above Median University Research Expenditure” category. All reported monetary amounts are in ($)
1996. Also, all reported monetary amounts are in US $1 million. The only variables for which there are discrepancies in
sample sizes are Patents and Patent Citations as not all universities patented in the initial year. Patents and Patent Citations
have 58 observations total in 1981, 37 in High Expenditure and 21 in the Low Expenditure.

models where we estimate the model in first dif-
ferences. The results in column (2) also reveal
a correlation. Interestingly, the magnitude of the

coefficient estimate in column (2) is far smaller
than the estimate in column (1), which may
indicate that universities with higher levels of
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TABLE 2
The Effect of Stock Market Endowment Value

Shock on Research Expenditure (Dependent
variable = � Research expenditure)

FD-OLS FD-OLS
Model= (1) (2)

� Stock indext−1 × Initial
endowment

0.034∗∗∗ 0.027∗∗∗
(0.006) (0.006)

� Stock indext−2 × Initial
endowment

— 0.018∗∗∗
(0.004)

� Stock indext−3 × Initial
endowment

— 0.004
(0.006)

F -Statistic:
Stock indext−1 × Initial

endowment
34.28 19.39

[p value] [.00] [.00]
Observations 1,152 960

Notes: The estimates presented are for two versions
of Equation (7) in the text. The unit of observation is the
university-year level and the sample includes all 96 universi-
ties in the sample as described in the text and Appendix S1.
The dependent variable is � Research Expenditure in year t .
The main entries in columns (1) and (2) are coefficient esti-
mates with each column representing a separate regression
model with year fixed effects. The entries in parentheses in
columns (1) and (2) are the standard errors of the coefficient
estimates clustered at the university level.

∗Significantly different from zero at the 10%;
∗∗significantly different from zero at the 5%; ∗∗∗significantly
different from zero at the 1% level of significance.

Source: Author’s calculations.

time-invariant research productivity are better
able to attract resources. Alternatively, within
university changes in research spending may be
subject to substantial measurement error, attenu-
ating the first differences estimates toward zero.

In column (3) of Table 3, we present our
instrumental variables estimates. Our estimates
indicate that research expenditure has a positive
and statistically significant effect on the quan-
tity of basic knowledge produced in a university.
The effects appear to be both economically and
statistically significant. The magnitude of our
estimates indicates that a 1% increase in baseline
research expenditure ($1.08 million) increases
the number of papers published by about nine
papers or 0.96% of baseline research output,
for a research spending elasticity of about 1.
Perhaps surprisingly, our instrumental variables
estimates in column (3) are very similar to those
in column (1), suggesting that the endogeneity
of research spending with respect to the quan-
tity of research is less of a concern than we
might have suspected. However, they are quite
different from those in column (2) though the
difference-in-Sargan statistic does not indicate

the FD-IV and FD-OLS estimates are statisti-
cally different.

How do our estimates in column (3) com-
pare to prior work? Our point estimates are
very close to Payne and Siow (2003) who
find that an increase in earmarks for research
funding of $1 million increases the number of
papers by about ten. In contrast, the implica-
tions of our IV estimates are quite different from
the IV estimates of the effect of a NIH grant
receipt on future publications reported in Jacob
and Lefgren (2011) as they find no statistically
significant effect of research grant receipt on the
quantity of papers published. Thus, our findings
indicate that the mixed findings in prior work
could be due to NIH grants, but not politically
motivated earmarks, crowding out other research
funding.

Citations Per Publication Research projects
on the margin of receiving funding may result
in less significant discoveries, resulting in a
trade-off between the number and impact of
publications. For example, citation maximiz-
ing researchers who experience an increase in
research funding may add lower impact projects
to their portfolio reducing the average impact
of their completed projects. To explore this pos-
sibility we next examine the effect of research
spending on one measure of the significance of
the research discovery: future academic citations
per paper.12

We first present level OLS regression mod-
els without any university controls in column
(4) of Table 3. We see that the point estimate
on research spending is positive, but statisti-
cally insignificant. However, when we estimate
the models in first differences in column (5) of
Table 3, we see that the sign of the relation-
ship between research spending and citations
changes. In fact, the point estimate is now neg-
ative, indicating that when time-invariant dif-
ferences across universities are accounted for,
research spending is negatively related to impact
of the knowledge produced. In the last col-
umn of the table we present our IV estimates
of the effect of research spending on citations
per publication. Again, our point estimates indi-
cate that marginal changes in research spending
reduce the impact of the knowledge produced
by universities and the estimate is statistically

12. As our forward citation measure is computed at
a point in time more recent publications will have less
citations. Fortunately, our year fixed effects will control for
differences in citation frequency by publication cohort.
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TABLE 3
The Effect of Research Expenditure on Basic Knowledge Production

Dependent Variable = Publications � Publications Citations Per Publication � Citations Per Publication

Model = OLS FD-OLS FD-IV OLS FD-OLS FD-IV
(1) (2) (3) (4) (5) (6)

Research expendituret−3 8.712∗∗∗ — — 0.008 — —
(0.656) (0.005)

�Research expendituret−3 — 0.853∗ 8.993∗∗∗ — −0.004 −0.035∗∗∗

(0.447) (2.049) (0.003) (0.009)
F -Statistic for first stage — — 34.28 — — 34.28
[p value] [.00] [.00]
C -Stat (difference-in-Sargan) — — 2.102 — — 2.062
[p value] [.15] [.15]
Observations 1,152 1,152 1,152 1,152 1,152 1,152
Baseline:
Dependent variable mean 1,017 10.7
[standard deviation] [684] [4.5]

Notes: The unit of observation is the university-year level and the sample includes all 96 universities in the sample as
described in the text and Appendix S1. Columns (1) and (4) are for the model in Equation (1). Columns (2) and (5) are for
the model in Equation (6). Columns (3) and (6) are for the model in Equation (6), estimated by instrumental variables. The
dependent variables “Publications” and “Citations Per Publication” are for year t . The main entries in columns (1) through
(6) are coefficient estimates with each column representing a separate regression model, all of which include year fixed
effects. The entries in parentheses in columns (1) through (6) are the standard errors of the coefficient estimates clustered
at the university level. The F -statistic is for the excluded instrument in Equation (7). The C -Stat (difference-in-Sargan) test
statistic is for the difference between the FD-OLS and FD-IV estimates in columns (2) and (3), and (5) and (6), respectively.

∗Significantly different from zero at the 10%; ∗∗significantly different from zero at the 5%; ∗∗∗significantly different from
zero at the 1% level of significance.

Source: Author’s calculations.

significant at the 5% level. However, while the
negative point estimates in column (6) are sta-
tistically significant, they are quite modest in
magnitude. The estimates in column (6) sug-
gest an elasticity of about -0.3. Again, the
difference-in-Sargan test statistic indicates that
the FD-OLS and FD-IV estimates are not statis-
tically different.13

These findings echo some recent studies.
Payne and Siow (2003) also find a negative rela-
tionship between research funding and citations
per paper, however their IV estimates are sta-
tistically insignificant and smaller than the esti-
mates reported in Table 3. Jacob and Lefgren
(2011) present mixed and statistically insignif-
icant IV estimates for the effect of NIH grant
receipt on publication citations.

Patents and Patent Citations The results
thus far have demonstrated that university
research spending has a significant positive
effect on the quantity of basic knowledge

13. In an (unreported) analysis we estimate similar
models to Equation (6) but examine a 5-year lag of research
spending instead of the 3-year lag above. The pattern of
results is very similar to those in Table 3, with larger point
estimates in absolute value estimated with less precision.

produced. We next examine the effect of uni-
versity research spending on applied knowledge
production.14 The effect is a priori ambiguous. It
may be the case that researchers substitute away
from applied research projects toward basic
research projects reducing the amount of applied
research completed. Alternatively, if basic and
applied research are complements, then the addi-
tional production of basic research would lead to
additional output of applied research. As many
universities play a significant role in producing
applied knowledge these effects are well worth
examining.

In Table 4, we examine whether research
spending affects applied research in a similar
fashion to basic research. To do so we estimate
the effect of university research spending on the
number of patents produced by a university, and
the average number of forward citations to those
patents. In the first two columns of Table 4, we
see that the point estimates of the effect are all
positive and statistically significant at the 5%

14. Cockburn, Henderson, and Stern (1999) show that
incentive structure of pharmaceutical research is consistent
with complementarity between basic and applied knowledge
production.
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TABLE 4
The Effect of Research Expenditure on the Applied Knowledge Production

Dependent Variable = Patents � Patents Citations Per Patent � Citations Per Patent

Model = OLS TOBIT FD-OLS FD-IV OLS TOBIT FD-OLS FD-IV
(1) (2) (3) (4) (5) (6) (7) (8)

Research expendituret−3 0.075∗∗∗ 0.084∗∗∗ — — 0.005 0.009 — —
(0.016) (0.019) (0.003) (0.005)

� Research expendituret−3 — — 0.024 0.034 — — 0.005 −0.112
(0.016) (0.100) (0.013) (0.071)

F -Statistic for first stage — — — 34.28 — — — 34.28
[p value] [.00] [.00]
C-stat (difference-in-Sargan) — — — 0.001 — — — 4.71
[p value] [.92] [.03]
Observations 1,152 1,152 1,152 1,152 1,152 1,152 1,152 1,152
Baseline:
Dependent variable mean 4.8 8.2
[standard deviation] [7.8] [5.1]

Notes: The unit of observation is the university-year level and the sample includes all 96 universities in the sample as
described in the text and Appendix S1. Columns (1), (2), (5), and (6) are for the model in Equation (1). Columns (3) and (7) are
for the model in Equation (6). Columns (4) and (8) are for the model in Equation (6), estimated by instrumental variables.
The dependent variables “Patents” and “Citations Per Patent” are for year t . The main entries in columns (1) through (8) are
coefficient estimates with each column representing a separate regression model, all of which include year fixed effects. The
entries in parentheses in columns (1) through (8) are the standard errors of the coefficient estimates clustered at the university
level. The F -statistic is for the excluded instrument in Equation (7). The C-Stat (difference-in-Sargan) test statistic is for the
difference between the FD-OLS and FD-IV estimates in columns (2) and (3), and (5) and (6), respectively.

∗Significantly different from zero at the 10%; ∗∗significantly different from zero at the 5%; ∗∗∗significantly different from
zero at the 1% level of significance.

Source: Author’s calculations.

level in columns (1) and (2).15 The first differ-
ence OLS and IV point estimates in columns (3)
and (4), while imprecisely estimated, are quite
similar to those in columns (1) and (2). Again,
the difference-in-Sargan test statistic indicates
that the FD-OLS and FD-IV estimates are not
statistically different. While the results are not
conclusive, they do not indicate that a large
basic-applied knowledge substitution effect is at
work.16

15. One potential issue with our patent outcomes is that
a university may issue zero patents in a given year. We
address this issue by also reporting Tobit specifications in
column (2) and (6) of Table 4. In general the Tobit and OLS
estimates are quite similar. The fact that zero observations
for patents comprise only 15.4% of the sample could account
for this similarity.

16. One potential concern with our measure of applied
knowledge production is that for some university systems
patents are assigned to the entire system and not allocated
to the individual campuses. We allocate these systemwide
patents to individual campuses of the universities in the
system-based university within system shares of knowledge
production. See Appendix S1 for details. In an (unreported
analysis) we have also estimated these models with only
universities that do allocate patents to campuses directly
and obtained generally similar results to those reported in
Table 4.

In terms of the effect of research spending
on the impact of the applied knowledge pro-
duced we obtain a similar pattern of point esti-
mates to those above for basic science. Again,
the sign of the point estimates depend on how
the relationship is estimated. In columns (5)
and (6) of Table 4, we see that the average
number of forward citations to patents is pos-
itively related to research spending in the levels
specifications, though the point estimate is very
small and not statistically significant. The first
differences results in column (7) also display
little relationship between the average number
of forward citations to patents and research
spending. In contrast, the IV point estimates
in column (8) indicate a negative impact of
research spending on the average number of for-
ward citations to patents, though again the point
estimate is not statistically significant. Inter-
estingly, the difference-in-Sargan test statistic
reveals that the FD-OLS and FD-IV estimates
are not statistically different. In sum, the effects
of research spending on applied knowledge pro-
duction are broadly similar to those found for
basic knowledge.
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TABLE 5
The Effect of Endowment Income on Other Research Funding Income

Dependent Variable =
� Federal Research

Funding
� State Research

Funding
� Private Industry
Research Funding

Model = FD-OLS FD-OLS FD-OLS
(1) (2) (3)

Panel A: 3-Year Effect
� Stock indext−4 × Initial endowment −0.008∗ −0.000 −0.001

(0.005) (0.000) (0.001)
Observations 1,016 1,016 1,016
Panel B: 5-Year Effect
� Stock indext−6 × Initial endowment −0.011 0.001 −0.001

(0.008) (0.001) (0.001)
Observations 832 832 832
Baseline:
Dependent variable mean 106 12 6
[standard deviation] (103) (18) (7)

Notes: The unit of observation is the university-year level and the sample includes all 96 universities in the sample as
described in the text and Appendix S1. Columns (1) and (3) are for the model in Equation (7) with the �Ri,t-3 variable
replaced with the variable in the column header. The dependent variables “Federal Research Funding,” “State Research
Funding,” and “Private Industry Research Funding” are for year t . The main entries in columns (1) through (3) are coefficient
estimates with each column representing a separate regression model, all of which include year fixed effects. The entries in
parentheses in columns (1) through (3) are the standard errors of the coefficient estimates clustered at the university level.

∗Significantly different from zero at the 10%; ∗∗significantly different from zero at the 5%; ∗∗∗significantly different from
zero at the 1% level of significance.

Source: Author’s calculations.

Crowding Out One important difference
between our analysis and that of previous work
is the focus on research spending effects rather
than research grant effects. As the differences
between these effects hinge upon whether a dol-
lar of research income results in a dollar of
research spending (δ in Equation (2)), it is nat-
ural to ask whether endowment income crowds
out (or crowds in) other sources of funding. In
this subsection, we test for a crowding response
to endowment income fluctuations.

As we do not have data on endowment
income distributed for research, we pursue a
simple reduced form approach to testing for a
crowding response.17 As such, our estimates are
more informative about the existence and direc-
tion of a meaningful crowding effect, rather
than the magnitude of the effect. The reduced
form model, we estimate, is simply to substi-
tute �St−4 × Ei,1981 for Rit−3 in Equation (6)
above with various external funding variables as

17. Unfortunately, data on endowment distributions by
university function is not reported in the HEGIS/IPEDS data.
Additionally, while a variable titled “endowment income”
is collected it does not include endowment distributions
from the “quasi-endowments” (i.e., capital gains) that are
likely very important for our sample of leading research
universities so we do not use it here.

the outcome measures. We present evidence for
the crowding effects of endowment income in
Table 5. Each column presents the results for a
different external source of research and devel-
opment funding as the outcome variables. The
two panels reflect differences in the lag length in
the models between when the funding outcome
and research income are measured. Each cell in
the table reports the results for one regression
where the funding outcome appears in the col-
umn heading and the lag length appears in the
panel heading. The results reveal little evidence
of a crowding effect of endowment income on
other sources of funding at either time horizon.

While the lack of a crowding response
here indicates that the spending and endow-
ment income effects are likely to be similar,
this is unlikely to be true in other contexts.
For example, recent estimates indicate that
federal funding leads to a $0.33 increase in
non-federal funding at US universities (Blume-
Kohout, Kumar, and Sood 2009). A crowding
out effect of this size implies that the research
spending and research grant effects of knowl-
edge production would differ by 33%. Thus, the
differences between the research spending and
grant effects are likely to be larger for many
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federal research grant programs than for endow-
ment income.

C. Does the Form of Governance Matter?

One key difference in the structure of research
universities between the United States and other
advanced economies is the role of the pri-
vate sector. Even within the United States
the most prominent universities are often pri-
vately controlled. As universities with higher
levels of autonomy may be able to allocate
resources more productively, it is natural to
wonder whether the particularly strong perfor-
mance of US research universities is due pri-
marily to private sector governance. Indeed, one
policy under consideration in multiple countries
involves providing universities more autonomy
in an attempt to emulate the performance of
leading private US universities. Recent work
by ADHMS (2009a) finds important differences
in the effectiveness of university research and
development income on local innovation by the
degree of university autonomy.18

In this section, we examine whether the
effects of research spending on knowledge differ
by university control type. Our analysis differs
from ADHMS (2009) in a number of ways.
First, by examining differences in the effect
of financial resources on knowledge production
between publicly and privately controlled uni-
versities we consider a potentially broader range
of autonomy than the within public sector differ-
ences examined by ADHMS (2009). Second, we
examine the effect of research spending directly,
rather than research grant income, as university
governance structure might also affect financ-
ing constraints. Third, we examine the effect
of university research spending on the knowl-
edge produced by universities themselves, rather
than the total knowledge produced in the local
area.

Before discussing our results it is worth
pointing out that it is not obvious which gov-
ernance structure will yield greater returns to
marginal increases in research spending. Pri-
vately controlled institutions may have higher
returns to marginal spending if autonomy may
allow them to fund particularly promising

18. Consistent with a meaningful role for governance,
Payne and Roberts (2010) find that research activity at public
research universities does respond to performance measures.
Similarly, Azoulay, Manso, and Graff Zivin (2011) show
that the incentives faced by grant recipients affect the
quantity and direction of knowledge production.

research projects. However, as Glaeser (2002)
has pointed out, because private controlled insti-
tutions are largely faculty controlled and faculty
value research over instruction, these universi-
ties may conduct more research than a pub-
lic university.19 With diminishing returns to
research, the return to a marginal increase in
research spending may well be lower in pri-
vate universities than in public universities.
Therefore, the relationship between university
governance structure and the effectiveness of
marginal changes in research spending is an
open question.

To examine whether there are differences in
the effectiveness of university research spending
on knowledge production, we stratify the sample
into public and private institutions. We then
estimate our first differences model Equation
(6) by instrumental variables. We report the
results of this exercise in Table 6. Again each
main entry in each cell presents the results
of a single regression. We first report the IV
estimates with the first difference in publications
as the outcome variable in columns (1) and (2)
and the estimates with the first difference in
publication citations in columns (3) and (4).

Table 6 reveals a number of interesting pat-
terns. First, in comparing column (1) and (2)
we can see that the point estimates do show
some difference in the strength of the relation-
ship between research spending and the quantity
of knowledge produced by university control
type. However, as the results for the publicly
controlled institutions are relatively imprecisely
estimated these differences are not statistically
significant. We find very similar point estimates
by university control type for publication impact
in columns (3) and (4). Again, as the estimates
are relatively imprecise, we do not regard these
as meaningful differences. While the lack of
significant differences may be driven by the
imprecision in the estimates for public univer-
sities, the results do not point to substantively
larger effects of research spending at private
universities.

IV. ROBUSTNESS

In this section, we provide several robustness
checks of our baseline estimates, particularly
focusing on whether our causal estimates of

19. In our sample privately controlled universities spend
about 13% more on research than publicly controlled
institutions.
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TABLE 6
The Effect of Research Expenditure on Basic Science Production, by University Control Type

Dependent Variable = � Publications � Citations Per Publication

Model = FD-IV FD-IV FD-IV FD-IV
Sample = Public Private Public Private

(1) (2) (3) (4)

� Research expendituret−3 23.762∗ 12.680∗∗∗ −4.694 −1.446∗∗∗

(13.869) (3.467) (3.393) (0.564)
F -Statistic for first stage 3.36 10.55 3.36 10.55
[p value] [.07] [.00] [.07] [.00]
Observations 732 420 732 420
{Baseline}:
Dependent variable mean 1,318 1,358 9.1 13.5
[standard deviation] [821] [1,018] [3.5] [4.8]

Notes: The unit of observation is at the university-year level and the sample includes all 96 universities stratified by
control type. Columns (1) through (4) are for the model in Equation (6) estimated by instrumental variables. The dependent
variables “Publications” and “Citations Per Publication” are for year t . The main entries in columns (1) through (6) are
coefficient estimates with each column representing a separate regression model, all of which include year fixed effects. The
entries in parentheses in columns (1) through (6) are the standard errors of the coefficient estimates clustered at the university
level. The F -statistic is for the excluded instrument in Equation (7).

∗Significantly different from zero at the 10%; ∗∗significantly different from zero at the 5%; ∗∗∗significantly different from
zero at the 1% level of significance.

Source: Author’s calculations.

the effect of research spending on knowledge
production might be spurious. In the interest
of brevity, we focus our discussion on the
robustness of our main dependent variables,
academic publications and citations to academic
publications.

A. Alternative Instrumental Variables
Specifications

In Table 7, we examine whether our results
are robust to alternative specifications of the
instrument. Figure 1 shows that the endowment
market value distribution is highly skewed and
one may be concerned that using the level of
endowment market values might give dispro-
portionate weight to the universities with the
highest endowments. To address this issue we
examine whether our results are sensitive to
specifying the instrument as the log of the mar-
ket value of the initial endowment rather than
the level. We present the results in the second
column of Table 7. While our point estimates
are somewhat closer to zero than in the base-
line, the central implications of the results above
remain.

Moreover, as universities have substantial
fixed costs, the effect of endowment market val-
ues on research spending, and thus on knowl-
edge production, may be nonlinear, with large
and very large endowments leading to similar

effects on innovation when stock prices rise.
Motivated by these considerations, we report
results with an alternative measure of endow-
ment market values, where the endowment mar-
ket values are top coded at the 95th percentile
of the endowment distribution (the instrument
is then constructed by interacting this measure
with stock price) in column (3) of Table 7. The
results, though slightly smaller in magnitude, are
very similar to the baseline and remain statis-
tically significant. Lastly, we examine whether
our results are robust to alternative choices of
the set of interactions in the first stage. As
noted above many universities use a 3-year mov-
ing average of stock returns to determine their
spending policy. We present estimates where we
use the 3-year moving average first stage in col-
umn (4) of Table 7. Again the results are very
similar to the baseline and remain statistically
significant.

B. Exclusion Restriction

The exclusion restriction underlying our IV
strategy is that absent stock price changes,
universities with different levels of endowments
would have experienced the same changes in
knowledge production. In Table 8, we explore
a variety of alternative specifications designed
to investigate the validity of this identifying
assumption.
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TABLE 7
The Effect of Research Expenditure on Basic Science Production: Alternative IV Specifications

Model = FD-IV FD-IV FD-IV FD-IV

Specification =
Baseline:

Endowment
Log

Endowment
Top-Coded
Endowment

Moving Average
Endowment

(1) (2) (3) (4)

Panel A: IV Results
Dependent Variable = � Publications
� Research expendituret−3 8.993*** 7.043*** 7.442*** 7.084***

(2.049) (1.681) (1.929) (1.681)
Baseline:
Dependent variable mean 1,017
[standard deviation] [684]
Panel B: IV Results
Dependent Variable = � Citations Per Publication
� Research expendituret−3 −0.035*** −0.014 −0.031** −0.047***

(0.009) (0.015) (0.013) (0.009)
Baseline:
Dependent variable mean 10.7
[standard deviation] [4.5]
Panel C: First Stage Results
Dependent Variable = � Research Expendituret−3

� Stock indext−4 × 0.034*** — — —
Initial endowment (0.006)
� Stock indext−4 × — 4.789*** — —
log (Initial endowment) (1.286)
� Stock indext−4 × — — 0.046** —
Max(95th Percentile, Initial endowment) (0.014)
� Stock indext−4 × — — — 0.027***
Initial endowment (0.006)
� Stock indext−5 × — — — 0.018***
Initial endowment (0.004)
� Stock indext−6 × — — — 0.004
Initial endowment (0.006)
F -Statistic for first stage 34.28 13.88 10.93 35.27
[p value] [.00] [.00] [.00] [.00]
Observations 1,152 1,152 1,152 960

Notes: The unit of observation is at the university-year level and the sample includes all 96 universities as described in the
text and Appendix S1. Columns (1) through (4) contain four different specifications of the instrumental variables estimates.
The table is broken into three panels, where Panel A and B present the instrumental variables estimates for the outcome
indicated and Panel C presents the results of each first stage, respectively. In Panels A and B, each cell represents a separate
regression of the model in Equation (6) where the first stage is given in Panel C. In Panel C each column represents a separate
regression with coefficients presented for the given first stage specification. The entries in parentheses in columns (1) through
(4) are the standard errors of the coefficient estimates clustered at the university level.

∗Significantly different from zero at the 10%; ∗∗significantly different from zero at the 5%; ∗∗∗significantly different from
zero at the 1% level of significance.

Source: Author’s calculations.

We examine the evidence for two potential
violations of our identification assumption. First,
trends in unobservable determinants of univer-
sity innovation may differ depending on the size
of the initial endowment of the university. Uni-
versities with larger endowments are likely to
be higher quality for example, and thus may be
subject to different secular trends in knowledge
production. To address this potential concern we

estimate our IV models with alternative speci-
fications that include controls for differences in
underlying trends across universities. We begin
by allowing for different linear trends in uni-
versity knowledge production across states. We
present the results of this analysis in Table 8
column (2). The results indicate that differing
trends in knowledge production across universi-
ties in different states do not explain the central
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results. The point estimates are quite similar
in magnitude to the baseline results, presented
in column (1) of Table 8. Next we allow for
university specific linear trends by including
university fixed effects in the baseline first dif-
ferenced model. We present the results of this
model in column (3) of Table 8. The inclusion
of university specific trends does little to alter
the point estimate of the research spending elas-
ticity. In fact, the point estimate is now larger
than in the baseline model, and remains sta-
tistically significant at the 10% level despite
the loss of precision. Given that universities
differ on a number of unobservable measures
that likely affect knowledge production trends,
we regard this as an important specification
check.

A final check we consider for our results
being driven by differences in underlying trends
across universities is to include a lead effect of
our instrument. This is essentially a falsifica-
tion analysis as there should not be a causal
effect of future endowment income on knowl-
edge production before it is received and used.
The results in column (4) of Table 8 are com-
forting. There is little evidence of an effect of
research spending before such an effect should
occur. Furthermore, the main effect of research
spending on knowledge production is very sim-
ilar to the baseline estimate and remains sta-
tistically significant. While the point estimates
of the effect of research spending on citations
per publication do switch sign, the points esti-
mate remains statistically insignificant. In sum,
there is little evidence that our central results
are driven by differential trends in unobservable
determinants of knowledge production across
universities.

Second, we examine whether our results are
robust to allowing knowledge production in dif-
ferent universities to be differentially correlated
with stock market shocks. One potential concern
with our identification strategy is that the direct
effect of stock market shocks on knowledge pro-
duction may differ across universities even if
research spending has no effect on knowledge
production. If, for example, other unobserved
research spending by private sector collabora-
tors is affected by the stock market and uni-
versities with large endowments are more likely
to collaborate with the private sector, then our
IV strategy would be weakened. To test for
these possibilities we estimate various versions
of the models in Equations (6) and (7) where
we allow the effect of stock market shocks to

affect knowledge production depending on other
time-invariant characteristics of universities.20

In columns (5) and (6) of Table 8, we allow
for knowledge production in universities with
above median levels of publications per faculty
member and faculty size in the baseline year
to be differentially correlated with stock market
shocks. In either case, the coefficient remains
statistically significant and similar in magnitude
to the baseline specification. We then examine
whether the differential direct effects of stock
market shocks on knowledge production in uni-
versities that charge higher tuition (measured
by baseline average tuition) or frequently col-
laborate with private sectors firms (measured
by baseline number of publications with private
sector collaborators) explain the results. Again,
the point estimates are quite similar to our base-
line estimate in column (1) and remain statis-
tically significant. Thus, there is little evidence
that differential exposure to stock market shocks
across universities explains our central findings.

V. CONCLUSION

In this article, we have quantified the effect
of research spending on knowledge production
in universities in the United States. Our analy-
sis reveals three main findings. First, we find a
research spending elasticity of about 1 on the
number of papers produced. Second, we find
little evidence that research spending has a pos-
itive effect on the impact of the knowledge
produced. In fact, the majority of our estimates
show a negative relationship between marginal
research spending and citations per paper. Third,
we find little evidence that the effect of research
spending on knowledge production is greater in
private versus public universities at the mar-
gin. The results suggest that reforms to increase
university autonomy at public universities to

20. Specifically, we extend models (6) and (7) as,

�Yit = β1�Rit−3 + β2(Ci × τt ) + τt + εit .(8)

The first stage of the IV model then becomes,

�Rit−3 = δ1(�St−4 × Ei,1981) + δ2(Ci × τt ) + τt + ε2it ,
(9)

where �Rit−3 is the first difference in university research
expenditure in university i lagged by 3 years, �St−4 ×
Ei,1981 is the first difference in Standard and Poor’s 500
stock index lagged 4 years (�St−4) interacted with the initial
endowment level in university i (Ei,1981), (Ci × τt ) is the
additional initial characteristic in university i (Ci ) interacted
with the year fixed effects (τt ), τt is a set of year fixed
effects, and ε2it is the error term.
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emulate private universities may have little
effect on the effectiveness of university research
spending.

While our analysis presents clear evidence on
the effectiveness of university research spend-
ing, as with any empirical analysis, it has sev-
eral limitations that suggest directions for future
work. First, as returns to marginal research
spending may well be different in universities
in other countries with different institutional
structures, future work examining the returns to
research spending these contexts would be of
interest. Second, as we lack data on the exact
inputs used in the production of knowledge,
future work investigating which inputs have the
largest effects would be relevant for policy mak-
ers. More broadly, as crowding-out (crowding-
in) effects are likely important in the delivery of
public goods by many non-profit providers, our
results demonstrate the value measuring spend-
ing effects directly.
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